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Abstract—Extracting word-level functions from gate-level circuits is challenging and crucial in security, synthesis, and verification applications. State-of-the-art approaches identify subcircuits to match against a predefined library of components. However, they fail for highly-optimized arithmetic circuits due to the absence of intermediate word structures and the high complexity of verifying arithmetic functions. The challenge of learning arithmetic operations from gate-level netlists is posed in the 2022 ICCAD CAD Contest. This work tackles the challenge by devising and combining algebraic, statistical, and structural techniques into an operational flow for function extraction and simplification. Beyond the contest setting, our method also deals with circuits without their input and output-pin information. Experiments on the contest benchmarks show that our method outperforms the winning teams in the contest in both the number of solved cases and the compactness of the extracted word-level expressions. Moreover, our method can effectively extract most word-level functions within 10 minutes.

I. INTRODUCTION

Extracting high-level information from low-level implementation can be beneficial and sometimes indispensable in the design flow of integrated circuits. E.g., the Layout Versus Schematic (LVS) problem [1] is essential in physical design verification. Also, extracting word-level functions from gate-level netlists can be important in applications such as hardware Trojan detection [2], intellectual property (IP) infringement verification [3], multiplier circuit verification [4], [5], engineering change order (ECO) [6], design debugging [7], circuit optimization [7], among others. While generating gate-level netlists from physical layout is well-studied [8], retrieving word-level functions from gate-level netlists remains challenging.

The importance and immaturity of word-level function extraction trigger the challenge posed by the 2022 ICCAD CAD Contest, Problem A: Learning arithmetic operations from gate-level circuit [6]. The task is to express the functionality of highly-optimized gate-level circuits using word-level arithmetic operators. Although there are relevant techniques in the literature, no existing algorithm can solve the problem directly. This work aims to tackle this challenge.

The related efforts can be roughly classified into two categories. In one category, prior efforts, e.g., [9], [10], focus on circuit partitioning, which discovers word structures, datapaths, or inner function blocks. In the other category, prior methods, e.g., [11], [12], focus on matching a partitioned subcircuit against a library of predefined components to identify its high-level function. Recent work [13] combines methods in the above two categories. It identifies intermediate word structures and partitions the circuit by enumerating cuts from the primary input and matching adders or multipliers during the process. These matching-based approaches are limited by the given library and cannot handle complex function blocks. Moreover, aggressive optimization by synthesis tools often destroys datapath and word structures, making the partition task more complicated or even impossible. In such a case, the partition-then-match flow is hardly applicable.

To overcome the limitations of prior work, we engineer a computation flow to extract word-level functions from gate-level circuits. It combines and extends techniques from polynomial rewriting [14], symbolic regression [15], structural analysis, and SAT solving. Polynomial rewriting is a computer algebra technique primarily adopted in arithmetic circuit verification, e.g., [5], [14]. It is also applied in [13] to extract datapaths. On the other hand, symbolic regression is a mathematical regression technique for data analysis [15]. To the best of our knowledge, it has not been exploited in word-level function extraction.

The main results of this work include the following. First, the proposed polynomial-rewriting-based function extraction technique is enhanced to extract complex word-level functions, such as words with constant exponent, exponential functions, and various comparisons. Unlike [13], our method does not require the existence of intermediate word structures in the underlying netlist. We further enhance the method to function extraction without using the input and output-pin information. Second, for the first time, we adopt symbolic regression in word-level function extraction by interpreting bit-vectors as binary-coded integers. While symbolic regression searches for an expression that fits real-valued sampled patterns, the proposed algorithm combines it with SAT-based technique to iteratively search and refine the expression with counterexamples. Third, a linear coefficient fitting algorithm is devised to complement the polynomial-rewriting and symbolic-regression based methods when the number of input words is large and some control logic is involved. Although it only explores expressions in a restricted form, it supports more operations (especially comparators) than the proposed polynomial-rewriting-based method and its efficiency is not as sensitive to the number of words as in symbolic regression. Fourth, we propose a function extraction flow that integrates the above procedures to recover and simplify high-level functionality from highly-optimized combinational arithmetic circuits without assumptions on the structural information. Experimental results on the CAD Contest benchmarks demonstrate that our approach outperforms the contest-winning teams in both the number of solved cases and solution quality. Moreover, our approach can efficiently extract high-level functions within 10 minutes in most cases.

The rest of this paper is organized as follows. We start with preliminaries in Section II and the problem statement in Section III. In Section IV, we introduce the proposed algorithms and supplement them with key implementation details in Section V. Finally, Section VI shows the experimental results, and Section VII concludes the paper.

II. PRELIMINARIES

Each signal in a circuit is associated with a Boolean variable $x \in \{0, 1\}$. A bit-vector of $\ell \geq 1$ variables $W = (w_{\ell-1}, \ldots, w_1, w_0)$ associated with some arithmetic data is referred to as a word, where $w_0$ is the $i^{th}$ bit of $W$. In this work, the capital letter $W$ denotes an arbitrary word, and capital letters $X$ and $Y$ denote a word at the primary inputs (PIs) and primary outputs (POs) of a circuit, respectively.

We refer to an expression composed of words and RTL operations as a word-level expression (expression for short), denoted by the capital letter $E$. An RTL description consists of the declaration of PIs, POs, and internal words, followed by the assignment of each internal and PO word with an expression.
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A. Algebraic Model

A pseudo-Boolean monomial (monomial for short) \( M = \prod_{i=1}^{n} x_i^{k_i} \) is a product of variables \( x_i \)'s, denoted by the capital letter \( M \). A term \( cM \) is a monomial \( M \) multiplied by a constant \( c \in \mathbb{Z} \). A pseudo-Boolean polynomial (polynomial for short) \( P = \sum_{i=1}^{n} c_i M_i \) is a sum of the terms \( c_i M_i \), denoted by the capital letter \( P \). Since \( x \cdot x = x \) for Boolean variable \( x \), the monomial \( x^k \) reduces to \( x \), and all monomials with the same set of variables can be merged into a single term. That is, any polynomial \( P \) can be represented in the form

\[
P = c_0 M_0 + c_1 M_1 + c_2 M_2 + \cdots + c_n M_n, \tag{1}
\]

where each \( M_i \) is a monomial with variables of order at most 1, and each \( c_i \in \mathbb{Z} \) is a constant coefficient.

In this work, Boolean connectives are associated with algebraic operations. In particular, the algebraic models of the considered basic Boolean gates are as follows.

\[
\begin{align*}
\neg a &= 1 - a \\
a \land b &= ab \\
a \lor b &= a + b - ab \\
a \oplus b &= a + b - 2ab
\end{align*}
\tag{2}
\]

A word \( W \) with \( \ell \) bits represents an integer, and its functionality can be expressed by a polynomial \( P_W \). Specifically, the unsigned integer value of \( W \) can be expressed using the polynomial

\[
2^{\ell-1} \sum_{i=0}^{\ell-2} w_i,
\]

and the signed integer value, in the form of 2's complement, can be expressed using the polynomial

\[
-2^{\ell-1} w_{\ell-1} + \sum_{i=0}^{\ell-2} 2^i w_i .
\]

B. Polynomial Rewriting

Polynomial rewriting is an algebraic technique that represents each word \( P \) as a unique polynomial over the PI variables from the gate-level implementation. The technique can be applied for functional analysis [13] and formal verification of arithmetic circuits [14].

The rewriting process is as follows. For each PO word \( Y \), first let the polynomial \( P \) be the word polynomial of \( Y \) shown in Eq. (3). Then, for each gate \( g \) in the transitive fanout cone of \( Y \), following the reverse topological order from the PO to PIs, we substitute the variable of the fanout signal of \( g \) by the variables of its fanin signals using the arithmetic model defined in Eq. (2). E.g., if \( g \) is an OR gate specifying \( z = a \lor b \), then occurrence of \( z \) in \( P \) is substituted by \((a + b - ab)\) in the polynomial. When the process is done, \( P \) contains only PI variables, and represents the function of the word \( Y \).

C. Symbolic Regression

Symbolic regression [15] is a regression analysis technique for deriving a symbolic expression that best fits a given dataset in terms of accuracy and simplicity. It explores different combinations of mathematical operators, constants, and variables. More formally, let the dataset \( D = \{ (d_1, t_1), \ldots, (d_n, t_n) \} \), for \( d_i \in \mathbb{R}^k \) and \( t_i \in \mathbb{R} \), be a sample set of assignments to the input variables \( \vec{x} = (x_1, \ldots, x_k) \in \mathbb{R}^k \) and the corresponding values of the output variable \( y \in \mathbb{R} \). The symbolic regression problem on \( D \) aims to find an expression \( E(\vec{x}) \) in terms of some pre-specified operators, variables in \( \vec{x} \), and real constants, such that a given loss function

\[
L(t_1, \ldots, t_n, E(d_1), \ldots, E(d_n))
\]

and the expression cost of \( E(\vec{x}) \) w.r.t. a specified cost metric are minimized.
A. An Illustrative Example of the Computation Flow

Before going into the details, we illustrate the proposed flow on the contest benchmark text17, which contains three PI words and six PO words. PI in1 is a 31-bit unsigned integer. PI in2 and in3 are 32-bit unsigned integers. Table I shows the sorted PO words.

<table>
<thead>
<tr>
<th>PO</th>
<th>Functionality</th>
<th>Bitwidth</th>
<th>Sign</th>
</tr>
</thead>
<tbody>
<tr>
<td>out1</td>
<td>in2 − in1 − 2</td>
<td>33</td>
<td>Signed</td>
</tr>
<tr>
<td>out2</td>
<td>in3 − in1 − 2</td>
<td>33</td>
<td>Signed</td>
</tr>
<tr>
<td>out3</td>
<td>out2 &gt; 7</td>
<td>1</td>
<td>Unsigned</td>
</tr>
<tr>
<td>out4</td>
<td>out3 &lt; −4</td>
<td>1</td>
<td>Unsigned</td>
</tr>
<tr>
<td>out5</td>
<td>out4 &lt; −4</td>
<td>1</td>
<td>Unsigned</td>
</tr>
</tbody>
</table>

First, by assuming out1 to be an integer and performing polynomial rewriting, we can obtain a polynomial

\[-(a_0 + 2a_1 + 3a_2 + \ldots) + (b_0 + 2b_1 + 4b_2 + \ldots) - 2,
\]

where \(a_i\) and \(b_i\) are the \(i^{th}\) bit of PI words in1 and in2, respectively. Then, the word-level expression \((-1) \times in1 + in2 - 2\) can be obtained by substituting the polynomials representing the integer values of \(in1\) and \(in2\) with the word \(in1\) and \(in2\), respectively. Another multi-bit PO word out4 can be solved similarly.

The polynomial rewriting technique cannot solve the following four single-bit PO words. To apply the symbolic regression technique to out2, some patterns are randomly sampled from the design. Suppose the sampled patterns of \((out1, out2)\) are \{(4, 0), (6, 0), (8, 1)\}, the symbolic regression on these patterns may result in an incorrect expression \(out1 \geq 6\). Performing CEC finds and adds a counterexample \((7, 0)\) to the sampled patterns. Thus, the correct expression \(out1 \geq 7\) will be found in the next iteration. The rest of the PO words are then solved similarly.

Finally, the total cost of the resulting six expressions is 10. Note that the negative sign of negative numbers has no cost, since the numbers can be written in a binary form without the negative sign. The optimization step then finds exactly the same expressions shown in Table I. Furthermore, the common subexpression \((in1 - 2)\) is shared, and the resulting total cost is 7.

B. Subexpression Extraction using Polynomial Rewriting

For each PO word \(Y\) with \(n\) bits, we first apply polynomial rewriting to derive the polynomial \(P_Y\) that expresses the functionality of \(Y\) in terms of PIs, and then use our word-level subexpression extraction procedure to derive a word-level expression of \(P_Y\).

The main idea of the procedure is as follows. Given the polynomial \(P_Y\), we want to find a single-word subexpression \(E_D\), i.e., an expression composed of only one PI word, with polynomial representation \(P_D\) such that \(P = P_Q \cdot P_D + P_R\) for some polynomials \(P_Q\) and \(P_R\). After recursively performing the extraction on \(P_Q\) and \(P_R\), the word-level expression \(E_Q \times E_D + E_R\) that represents the word-level functionality of \(Y\) can be obtained.\(^1\)

Algorithm 1 shows the procedure of subexpression extraction. Given a polynomial \(P\), we first choose a PI word \(X\). If \(P\) contains the variables \(x_0\) of the LSB of \(X\) (Line 5), we try to find a factored form \(P = P_Q \cdot P_D + P_R\) using the subprocedure \(\text{EXTRACT-WORD}(P, X)\). Algorithm 1 is then applied recursively on \(P_Q\) and \(P_R\) (Lines 8 and 9) if \(\text{EXTRACT-WORD}\) succeeds. On the other hand, if the procedure \(\text{EXTRACT-WORD}\) fails and returns \((0, P, 0)\), we attempt with the next input word (Line 4). The recursion stops when the target polynomial becomes a constant (Line 3) or when the extraction fails for all input words (Line 11).

\(\text{EXTRACT-WORD}\) attempts to find three different types of single-word subexpressions: \(X^k, k^X\), and \((X==k)\), where \(k\) is some integer constant that can be computed according to \(P\), and \((X==k)\) denotes the equality operator between \(X\) and \(k\), which is evaluated to 1 if \(x\) is equal to \(k\), and 0 otherwise.

If an expression contains the multiplication or addition of a word \(X\), the expression can be expressed as \(E_Q \times X + E_R\). Thus, using \(X\) as a divisor, \(\text{EXTRACT-WORD}\) is able to identify two polynomials \(E_Q\) and \(E_R\). By trying different input words recursively on \(E_Q\) and \(E_R\), the addition and multiplication of words can be fully extracted.

However, using \(X\) as a divisor, the extraction procedure can fail when \(X^k\), for \(k > 1\), exists in the expression. It is because binary variables with different exponents cannot be distinguished. For example, let \(X = (x_1, x_0)\) be a two-bit word. The polynomial of \(X^2\) is

\[P = (2x_1 + x_0)^2 = 4x_1x_0 + 4x_1 + x_0.\]

When \(\text{EXTRACT-WORD}\) try to find a form \(P_Q \cdot P_D + P_R\) with \(P_D = (2x_1 + x_0)\), the polynomial of \(X\), it yields

\[P = (4x_1 + 1) \cdot (2x_1 + x_0) + (-6)x_1,\]

where both \(P_Q = 4x_1 + 1\) and \(P_R = (-6)x_1\) cannot be further extracted at the word level. To overcome this issue, \(\text{EXTRACT-WORD}\) extracts \(X^k\) with the largest possible \(k\) directly, instead of extracting \(X\) for \(k\) times.

Moreover, we consider another two often encountered subexpressions \(k^X\) and \((X==k)\), which have simple polynomial representations that can be computed and recognized easily. Multiplying an

\(^1\)Note that even if the procedure fails to extract subexpressions from some polynomials during the recursion, we can still generate an expression by replacing the variables in those polynomials with their actual PI signals.
expression by \( k^X \) for \( k = 2 \) corresponds to the left-shift (by \( X \)) operation. On the other hand, \((X == k)\) mostly appears in control logic as the selection signal of multiplexers. The polynomials of the three considered subexpressions are shown in Eq. (5), where \( X = (x_{\ell - 1}, \ldots, x_0) \) and \( k_i \) denotes the \( i \)th bit of the integer \( k \) in its binary representation.

\[
X^k = \left( \sum_{i=0}^{\ell-1} k_i x_i \right)^k = \prod_{i=0}^{\ell-1} \left( 1 + (k^2 - 1)x_i \right) \tag{5}
\]

For \( X^k \), in the case that \( X \) represents a signed integer, the polynomial yielded from rewriting is matched against \( X^k \) with signed \( X \) as shown in Eq. (4). For \( k^X \), since a negative exponent introduces a fraction, we assume it to be unsigned. Finally, for \( X == k \), the polynomial is the same as when \( X \) is unsigned.

The main weakness of algorithm EXTRACT-WORD is its limited types of subexpressions. It can only extract additions and multiplications of the aforementioned three types of subexpressions. Furthermore, when a design contains operators like right-shift, bit-select, or relational predicate other than equality, polynomial rewriting may yield a polynomial that grows exponentially with respect to the bit-width of operands. As a result, meaningful polynomials cannot be derived or recognized in a reasonable time. This is the main reason that no single-bit PO words can be solved by the proposed algorithm.

On the other hand, as the polynomial representation exactly describes the functionality of output words, the extracted word-level expression is guaranteed to be correct. Unlike the other two methods, namely, symbolic regression and linear coefficient fitting, that extract functionality from simulation patterns, the method of polynomial rewriting does not require further verification and refinement. However, its performance is highly affected by the complexity and bit-width of the input design. To overcome this issue, we propose a heuristic in Section V-A by applying polynomial rewriting on only part of the design.

C. Polynomial Rewriting without Input/Output-Pin Information

Beyond the problem formulated in Section III, we extend the methods described in Section IV-B to extract function even in the absence of input- and output-pin information. The challenge lies in distinguishing the signals in different PI and PO words and determining their ordering, in addition to extracting the word-level function.

This extended flow as shown in Fig. 2 builds upon the method presented in Section IV-B, thus excluding single-bit POs from consideration. It is important to note that the other two techniques, symbolic regression and linear coefficient fitting, cannot be applied without input- and output-pin information. This is because they rely on the interpretation of PI and PO words as integers before deriving the function.

The main idea is to first identify the lowest few bits of PO words using the circuit structural information. Then, for each PO word, the polynomial that represents the functionality of the lowest bits of the PO word is obtained using the partial rewriting technique to be described in Section V-A. Afterward, a modified version (see Section IV-C2) of Algorithm 1 is performed to extract word-level subexpressions and identify the lowest bits of PO words at the same time. Finally, by assuming that the whole design has the same functionality except for having a larger bit-width, the rest of the PI and PO bits are matched to their corresponding words. The expression minimization afterward is the same as in the original flow.

Fig. 2. The proposed function extraction flow without input- and output-pin information. The gray steps are the same as those in the original flow.

1) Guessing PO Words using Structural Information: The partial rewriting technique discussed in Section V-A can be performed on the lowest few bits of a PO word. Therefore, the main objective of this step is to identify and determine the ordering of the lowest few bits of each PO. To do so, we analyze the structural information of PO signals.

Let \( S_{PI}(y) \) denote the set of PI signals in the transitive fanin (resp. fanout) cone of each PI (resp. PO) signal in a 2-input 3-bit adder, where \( x_{i,j} \) is the \( j \)th bit of the PI word \( X_i \) and \( y_{i} \) is the \( i \)th bit of the PO word \( Y \).

However, using the above property is not enough to distinguish signals between PO words. Thus, we further use the support relation and the topological distance between PO signals to construct a PO word \( Y \). E.g., we assume that the transitive fanin cone of a signal in \( Y \) does not contain any other signals in \( Y \). Also, we consider the closest signals that satisfies the above properties to be the neighboring bits in \( Y \).

2) Subexpression Extraction and PI Words Identification: We modify Algorithm 1 to extract subexpressions and identify PI words at the same time. In the main loop (Line 4), instead of iterating through all PI words, a signal is chosen to serve as the LSB \( x_{\ell} \) of some unknown PI word \( X \). By Eq. (3), observe that the variable of the LSB has the smallest coefficient in the polynomial representation of its word. Thus, in a design consisting of additions, multiplications, and control logic, the monomial with the smallest coefficient must contain the LSB of some PI words. Then, in this monomial, the variable that appears in the least number of monomials is selected first as it is less likely to be a control signal.\(^2\)

\(^2\)According to our observation, a control signal involved in a word-level operation often appears in all the monomials derived from each individual bit in the related words.
Algorithm 2 Search a word-level expression for PO word $Y$ on netlist $N$ using symbolic regression

1: procedure SR-REFINE($Y$)
2: $N \leftarrow$ the netlist of the transitive fanin cone of $Y$
3: $S \leftarrow$ SAMPLE($N$)
4: loop
5: $(E, \text{loss}) \leftarrow$ SYMBOLIC-REGRESSION($S$)
6: if $\text{loss} \neq 0$ then ▷ Symbolic regression failed
7: \hspace{0.5em} return $\emptyset$
8: $I \leftarrow$ implementation of $E$
9: if CONSTRAINTED-CEC($N, I$) = TRUE then
10: \hspace{0.5em} return $E$ ▷ Correct expression found
11: else
12: \hspace{0.5em} add counterexamples to $S$

In this modified algorithm, function EXTRACT-WORD only looks for the single-word subexpression $X^i$. Observed that in the polynomial of $X^i$ (in the form of Eq. (3)), the coefficient of the $i$th bit $x_i$ is $2^i$. Thus, the $i$th bit $x_i$ can be identified by checking if $P_i/x_i = 2^i \times P/x_0$.

Furthermore, let $S_{\text{PO}}(x)$ denote the set of PO signals in the transitive fanout cone of a signal $x$. As the PO words satisfy the support relation properties mentioned in Section IV-C1, the lowest bits of PI words also satisfy $S_{\text{PO}}(x_i) \subseteq S_{\text{PO}}(x_j)$ for $i < j$, as can be seen from Fig. 3. Thus, the candidate signals of $x_i$ can be chosen by this heuristic.

2) Word Completion using Simulation and CEC: After the lower part of all PI and PO words and the word-level expressions of all PO words are obtained, a design is synthesized with the same functionality but larger bit-widths. The identified parts of the PO words and the LSBs of identified PI words are matched to the corresponding input and output signals in the synthesized design.

The correctness of the matched signals can be verified by setting the unmatched PI signals to zero and performing CEC on the matched PO signals. Furthermore, when the lowest $\ell$ bits are already matched in a word, we can find a signal as the $(\ell+1)$th bit by either simulation or SAT solving (followed by CEC). For example, consider the 2-input adder in Fig. 3, given that $x_{0,0}, x_{1,0}$, and $y_0$ are matched, we can identify $y_1$ by the pattern $(X_0, X_1, Y) = (1_2, 1_2, 10_2)$ since all the bits except $y_1$ are zero in this case. Similarly, we can then identify $y_{1,1}$ by the pattern $(X_0, X_1, Y) = (1_2, 10_2, 11_2)$. Finally, all the unmatched signals in the design can be matched one by one and the correct bit order can be obtained.

D. Symbolic Regression and SAT-based Refinement

To extract a word-level expression equivalent to the given implementation, we randomly simulate the circuit to collect a set of patterns $S$, and use symbolic regression to find expressions that exactly fit these patterns. However, since the expressions should fit all possible input patterns in addition to the patterns in $S$, we further refine the expression using patterns that do not fit the expression. These patterns are referred to as counterexamples and are found by performing CEC on the original circuit and the one synthesized from the obtained expression. The process is repeated until no counterexample can be found.

Algorithm 2 shows the expression finding procedure using symbolic regression. We perform random simulation and collect a set of patterns $S$ (Line 3). Then, we repeatedly perform symbolic regression on the collected samples (Line 5), verify the correctness of the found expression (Line 9), and update $S$ accordingly (Line 12), until either a correct one is found (Line 10) or the symbolic regression fails (Line 7).

The procedure CONSTRAINTED-CEC($N, I$) performs equivalence checking under the constraints that the sign bits are fixed to 0 for all PI words with unknown signs. It returns TRUE if $N$ is equivalent to $I$. The procedure SYMBOLIC-REGRESSION returns an expression $E$ and a value loss indicating the difference between the target output values and the evaluation of $E$ on the sampled patterns. An expression $E$ is feasible only when loss = 0. If multiple feasible expressions are found, it returns the one with the lowest complexity in terms of the number of symbols and operators used.

Additionally, efforts should be made to determine the sign of each word. For PO words, we perform symbolic regression using both signed and unsigned interpretations. For PI words, we only use the patterns and counterexamples in which the sign-bits are 0 and postpone the determination of their signs to the procedure detailed in Section V-C.

The variety of supported operations makes the algorithm powerful in handling designs with relatively few input words. In addition, computing only with sampled patterns makes the symbolic regression algorithm work insensitive to the bit-width and structure of a design. However, it scales poorly as the number of variables increases due to the large search space, even if the function has a simple structure. Also, it can hardly handle control logic in the circuit. To alleviate these issues, we propose linear coefficient fitting in Section IV-E and function extraction with an enumeration of control input assignments in Section V-D.

E. Linear Coefficient Fitting

To improve the scalability of word-level function extraction, we develop the linear-coefficient-fitting method to target simple functions with large numbers of variables and possibly some control logic. In linear coefficient fitting, four types of functions are considered, which are linear, multiplication, exponential, and polynomial functions. These four types of functions are selected because they can be written as linear combinations of terms with unknown constant coefficients. Thus we can use a system of linear equations to solve the unknown coefficients. Moreover, as these four types of functions can express some complex functions (e.g., logarithmic, trigonometric) by, e.g., Taylor expansion, they are basic and with good generality.

Formally, if $Y$ is the PO word and $X = (X_1, \ldots, X_n)$ are the $n$ PI words, then the four types of functions are of the following forms:

- Linear: $Y = a_0 + \sum_{i=1}^{n} a_i X_i$
- Multiplication: $Y = a_0 \prod_{i=1}^{n} X_i^{a_i}$
- Exponential: $Y = a_0 \prod_{i=1}^{n} X_i^{a_i}$
- Polynomial: $Y = \sum_{0 \leq t_1 \leq \cdots \leq t_k \leq n} (\alpha_{t_1, \ldots, t_k}) \prod_{i=1}^{n} X_i^{t_i}$

where $a_i$’s are integer constants to be fitted, and $k$ is a predefined integer indicating the maximum power in the polynomial. We note that although polynomial functions subsume linear and multiplication functions, guessing polynomial functions incurs higher complexity. Therefore, we tend to try linear and multiplication functions first due to their relatively little effort but handling well common linear and multiplication relations.

For linear functions, there are $n+1$ unknown $a_i$’s. We sample at least $n+1$ value assignments to $X$ and their corresponding value of $Y$ and generate a system of linear equations. Solving the system of equations gives the coefficients $a_0, \ldots, a_n$.

For multiplication and exponential functions, although $a_i$’s are not linear coefficients, we can first convert them to linear functions by taking logarithms, and transform them back after the linear system is solved. Although precision loss may occur during this process, we can simply round them back to integers during the transformation phase as long as the precision is high enough.

For polynomial functions, it is easy to see that it has the same structure as linear functions, except that there are $(k+1)^n$
possible terms, meaning \((k+1)^n\) samplings to \((X, Y)\) are needed.

Fortunately, often we find that most \(a_i\)’s are zero.

Our method begins with taking one of the input words, say \(X_1\), as our principal input word. We then rewrite the equation as

\[
Y = \sum_{0 \leq t_1 \leq k} \sum_{t_1 \neq t_2} a_{t_1}(X_2, X_3, \ldots, X_n)X_1^{t_1},
\]

where \(a_{t_1}\) is a function of \(X_2, X_3, \ldots, X_n\). Then, we randomly assign values to \((X_2, X_3, \ldots, X_n)\) and use the previous method to find \(a_i\)’s under this condition. We repeat this procedure several times. If a certain \(a_{t_1}\) is the same under all different assignments of \((X_2, X_3, \ldots, X_n)\), it is supposed to be independent of \(X_2, X_3, \ldots, X_n\). We collect these \(a_{t_1}\)’s into a set \(I_1\). Next, we include one more variable, \(X_2\), and rewrite the equation as

\[
Y = \sum_{0 \leq t_1, t_2 \leq k, \ t_1 \neq t_2} a_{t_1, t_2}(X_3, \ldots, X_n)X_1^{t_1}X_2^{t_2} + \sum_{t_1 \neq t_2} a_{t_1}X_1^{t_1}.
\]

Note that \(a_{t_1}\)’s in the second summation term are decided, so there are only \((k+1)(k+1-|I_1|)\) coefficients to compute, where \(|I_1|\) is the size of \(I_1\). Similarly, we randomly choose a combination of \((X_3, \ldots, X_n)\) and find \(a_i\)’s under different assignments to decide whether each \(a_{t_1, t_2}\) is going to be fixed. We repeat this procedure until all input words are included as principal input words.

The above method covers the case that the PO \(Y\) is an integer. We extend the method to the situation where \(Y\) is a single bit representing the result of some comparison. For comparator \(\geq\), we select an input word as the principle input word, say \(X_1\), and assume that the inequality can be rewritten as \(Y = (X_1 \geq f(X_2, \ldots, X_n))\), where \(f\) is an unknown function. We then randomly choose a combination of \(X_1 = [X_2, \ldots, X_n]\), and use binary search to find the minimal value, denoted \(\text{boundary}(X_1)\), making \(Y = 1\). As \(\text{boundary}(X_1)\) is a function of \(X_2, \ldots, X_n\), the aforementioned approach can be applied to find \(f(X_2, \ldots, X_n)\). For comparator \(<\), the extraction can be done similarly. Also, as \(X_1\) is an integer, this approach naturally extends to \(\geq\) and \(<\).

If the value of \(X_1\) making \(Y = 1\) (resp. \(Y = 0\)) is difficult to find, then the inequality may be of the type \(\geq\) (resp. \(\leq\)). In other words, the inequality may be either \(Y = (X_1 = f(X_2, \ldots, X_n))\) or \(Y = (X_1 > f(X_2, \ldots, X_n))\). In this case, we use an SAT solver to find the value of \(X_1\) that makes \(Y = 1\) (resp. \(Y = 0\)), denoted \(\text{key}(X_1)\). As \(\text{key}(X_1)\) is also a function of \(X_2, \ldots, X_n\), we can find \(f(X_2, \ldots, X_n)\) using the same approach.

This algorithm addresses some issues in the previous two algorithms. When compared to the polynomial-rewriting-based method, it can recognize expressions involving more operations. On the other hand, instead of solving the whole function, it searches for an expression with some input words fixed. This strategy overcomes the complexity issue in the symbolic-regression-based method. However, the search space is restricted by the limited types of operators and the forms of the target expression. As it is hard to predefine all possible equations, some cases can only be solved using the aforementioned two algorithms. For example, the equation \(Y = a_0X_0 + a_1X_1\) cannot be represented as linear combinations of some fixed terms with unknown constant coefficients.

F. Expression Minimization

In this work, each Verilog operator is associated with a nonnegative constant cost. The cost of an expression is calculated as the sum of the costs of operator appearances in the output Verilog description. We adopt further the method proposed in [20] to minimize the cost of expressions using e-graphs.

The algorithm of expression minimization is described as follows. Given the expressions of all PO words obtained from the three function extraction procedures, because a PO may have multiple equivalent expressions extracted via different methods, the algorithm constructs an e-graph, where equivalent (sub)expressions are grouped into the same e-class. The defined rewriting rules are then applied to the e-graph until saturation as described in Section II-D. Finally, an ILP-based formulation is used to extract an expression of minimum cost from the saturated e-graph.

In our work, based on the rewriting rules in [20], we customize the rules by adding and removing certain rules to better suit the operators under our consideration. Furthermore, for certain rewriting rules \(R_1 \rightarrow R_2\), their inverse rules \(R_2 \rightarrow R_1\) are included to explore more equivalent (sub)expressions. As mentioned in [20], sometimes it is necessary to make a transformation that produces more costly expressions in order to achieve better optimization. For example, below are the Verilog snippets obtained with polynomial rewriting of our solution to test19 before expression optimization.

\[
\begin{align*}
\text{assign out1} & = (\text{in6}\oplus \text{in5}\oplus 0) + \text{in2} + 24 + \text{in8} + \text{in1}; \\
\text{assign out2} & = (\text{in9}\oplus \text{in5}\oplus 0) + \text{in2} + 24 + \text{in8} + \text{in1}.
\end{align*}
\]

After the subexpression sharing, they are simplified to

\[
\begin{align*}
\text{assign t0} & = \text{in1} + \text{in2}; \\
\text{assign t1} & = \text{t0} + 24 + \text{in8}; \\
\text{assign t2} & = \text{in5} + \text{t1}; \\
\text{assign out1} & = \text{in6} \oplus \text{t2} : \text{t1}; \\
\text{assign out2} & = \text{in9} \oplus \text{t2} : \text{t1}.
\end{align*}
\]

(The cost is reduced from 10 to 6 under the contest setting.) This optimal result can be obtained only by first moving the additions into the second and third operands of the if-then-else operator, even though the transformation initially leads to a larger cost. As our method allows bi-directional transformations, which allow “up-hill” moves as above, it is less likely to be trapped in a local optimum.

V. Implementation Details

A. Polynomial Rewriting over Modular Arithmetic

Polynomial rewriting over an arithmetic function under truncation can be problematic. The truncation of a word in polynomial rewriting introduces additional monomials, which grow exponentially with respect to the bit-width of the operands of an arithmetic operator. For example, consider the addition of two 2-bit words \(A\) and \(B\). If the 3-bit sum is to be truncated to its lowest two bits, the polynomial rewriting yields the polynomial

\[
P = 2a_1 + a_0 + 2b_1 + b_0 - 4a_1b_1 - 4a_1b_0 - 4a_0b_1 + 8a_0b_0b_0,
\]

in contrast to

\[
2a_1 + a_0 + 2b_1 + b_0,
\]

the result without truncation. As a result, the truncation highly increases the complexity of rewriting and the difficulty in common subexpression extraction.

Observe that a function truncated to its lowest \(\ell\) bits can be viewed as the same function modulo \(2^\ell\). Prior work [21] elaborates the effects of modular arithmetic on the polynomial rewriting for modular multipliers, and proposes a coefficient correction technique to eliminate the extra monomials. In this work, we show that the technique can also be applied to any truncated function. That is, the polynomial without truncation can be redefined by applying the modulo operation on the coefficients. It boosts the efficiency of rewriting due to the reduction in the size of polynomials.

Furthermore, we exploit truncation as an abstraction-refinement strategy for arithmetic function identification. We note that the function of a truncated PO may still be recognized even under an aggressive truncation of the PO to its lowest \(k < \ell\) bits from performing polynomial rewriting. While the obtained expression may not correctly represent the original function modulo \(2^\ell\), this technique serves as a heuristic with low computation effort to prevent costly rewriting of the whole design. By our empirical experience, using no more than 10 bits is enough to obtain the correct functionality in most cases.
B. Support Information Utilization

Although our method is mainly function-based, we also take structural information into account for performance improvement. For an output word \( Y \), we define its support words as the PI and PO words in its transitive fanin cone. Note that a PI support word can be excluded if other support words already form a feasible cut [22]. We limit the solution space to expressions that consist of only the support words. We note that utilizing the support information can significantly improve the performance of symbolic regression.

C. Sign Determination

After extracting an expression \( E \) from a PO word \( Y \), the signs of some PI words and \( Y \) may be left undecided. We first determine the signs of PI words one at a time and fix the sign-bits of other PI words with unknown signs to 0. The following procedure is repeated for each PI support word \( X \) of \( Y \). Let \( N \) be the transitive-fanin-cone circuit of \( Y \), and \( N_s \) (resp. \( N_u \)) be the implementation of \( E \) with \( X \) assumed to be signed (resp. unsigned). To determine the sign of \( X \), we check whether \( N_s \) and \( N_u \) are equivalent to \( N \). If only \( N_u \) (resp. \( N_s \)) is equivalent to \( N \), we let \( X \) be a signed (resp. unsigned) word. If both are equivalent to \( N \), we leave the sign of \( X \) undecided.\(^3\) If both \( N_s \) and \( N_u \) are not equivalent to \( N \), \( E \) is incorrect when the sign-bit of \( X \) is 1. In this case, we assume that \( X \) is signed and find a new expression using symbolic regression. The process of sign determination continues after a new expression is found.

Finally, we search for an input assignment that makes the sign-bit of \( Y \) become 1. \( Y \) is signed if and only if the valuation of \( E \) is negative under the assignment.

D. Case Enumeration of Control Inputs

While the proposed methods focus mainly on arithmetic operations, it tends to fail under the presence of control logic such as multiplexers since the corresponding expression can be very complex. To overcome this issue, if the extraction procedure fails, we break down the functionality of the circuit by enumerating all possible assignments on single-bit inputs. We then perform the extraction procedure under each assignment.

Also, we observe that multiplexers are commonly nested in certain designs. E.g., PO output in case test15 can be described in part by the Verilog expression

\[
\text{in4?out2:}(\text{in5?out1:}(\text{in6?}(\text{in9+in1*in10}):\text{in7}))
\]

where in4, in5, in6 are single-bit control inputs of multiplexers. It can be seen that when in4 is set to 1, the values of in5 and in6 do not affect the functionality. These redundant control inputs can be easily found using simulation or CEC. The number of control input assignments can thus be effectively reduced.

VI. EXPERIMENTAL RESULTS

The proposed method, WolFlex, is implemented using C++, Python, and Rust. We use PySR [18] as our symbolic regression engine and eqg [19] for e-graph manipulation and ILP-based expression extraction. In the implementation, a runtime limit is imposed on the subprocedures, including CEC, ILP solving, polynomial rewriting, and symbolic regression. In particular, the CEC procedure returns \texttt{true} if no counterexample is found in time, and the ILP solver returns a sub-optimal solution if the timeout is reached. All experiments were conducted on a Linux machine with 2.2 GHz Intel Xeon CPU and 128 GB RAM.

The CAD Contest benchmarks, including 20 public cases (test01 to test20) and 10 hidden cases (test21 to test30), were taken to evaluate the proposed method. The benchmarks are gate-level netlists that implement some controlled arithmetic functions consisting of word-level operations: Addition (A), Subtraction (S), Multiplication (M), Left/Right Shift (SF), Less than (LT), Less than or Equal to (LE), Greater than (GT), Greater than or Equal to (GE), Equal to (EQ), Conditioning (C),\(^4\) and Bit Selection (BS).\(^5\) According to [6], the costs of the above operations along with the eight types of primitive gates mentioned in Section III are all set to 1.\(^6\) The detail of each case is shown in Table II, where columns \#Gates, \#Bits, \#Max #Bits, "Operations," and \#PO Words" report the gate count, the total number of PI/PO signals, the maximum bit width of PI and PO words, the operations used, and the number of single/multi-bit PO words, respectively.

As discussed in Section I, there is no suitable previous work for comparison. However, we compare our method to those of the contest-winning teams. Note that the contest evaluated the final submissions only on 20 out of the 30 cases, including the public cases test10, test12 to test20, and the ten hidden ones. Among these 20 cases, four cannot be solved by all teams.

Following the CAD Contest rules, an 8-hour runtime limit for each instance was imposed in our experiment. We note that although the contest evaluation was conducted on a machine different from ours, our program finished in 2 hours for each solved case. WolFlex was evaluated in two different settings: default (-d) and fast (-f). The default setting, which tries all different techniques, is tailored for the best solution quality within the runtime limit. The fast setting attempts to obtain a feasible solution as fast as possible by moving on to the next PO word once a word-level expression is obtained for the current PO word without trying all techniques. Following the definition of the CAD Contest, a solution is called feasible if the resulting cost is smaller than 30\% of the cost of the gate-level netlist.

Moreover, another setting no-pin (-n) aims to obtain a solution by the modified flow described in Section IV-C without input- and output-pin information. We evaluate its effectiveness by ignoring the input- and output-pin information in the benchmarks. As mentioned in Section IV-C, the no-pin setting cannot solve single-bit PO words due to its reliance on the polynomial rewriting technique. Therefore, we assess its performance in its ability to solve multi-bit PO words.

The resulting costs are shown in Table II, where columns "Orig," "Ct Best," "W-f," and "W-d," report the cost of the original (unknown) word-level expression before synthesis, the lowest cost achieved by the participating teams, the cost of our fast setting, and the cost of our default setting, respectively. Column "W-f Time" reports the runtime in seconds of the fast setting, and column "#W-n" reports the number of PO words solved with the no-pin setting. Unavailable data are denoted by "N/A," and those of unsolved cases are denoted by "-". The runtime of the unsolved cases is denoted by "TO." By comparing columns "Ct Best" and "W-d" in Table II, it is clearly seen that W-d outperforms the winning methods of the contest. W-d successfully solved all 20 public and 6 hidden cases. All cases solved in the contest are also solved by our method. Notably, W-d achieved the best costs in all the cases except test29. The reason for the bad quality of test29 may be due to it larger control input bits, which are solved by enumerating multiple control input assignments and expressed using multiple if-then-else operators. Also, the optimization process timed out before the optimal solution was found. Thus, the control logic was not thoroughly optimized in our solution. By comparing columns "Orig" and "W-d," it is seen that our method achieved lower costs than the original word-level expression in cases test10 and test19 due to common subexpression sharing as mentioned in Section IV-F.

According to the evaluation criteria [6] of the CAD Contest, the score of each team on each case is evaluated as follows:

\[
\text{score} = \frac{\text{minimum (best) cost among all teams}}{\text{cost of the team}}.
\]

\(^3\)While the sign of \( X \) does not change the valuation of \( E \), it could still affect other POs.

\(^4\)The operator \( ?:\).

\(^5\)The operator \( w[a:b] \) or \( w[a] \).

\(^6\)Other Verilog keyword statements, such as the declaration of signals, keywords signed, unsigned, and assign, are of cost 0.
Also, LCF often reaches optimal or near-optimal solutions in a much shorter time, e.g., in cases 5 and 17. Therefore, LCF is suitable as the first attempt to simplify the circuit, making the whole process more scalable for large circuits.

VII. Conclusions

We proposed a word-level function extraction flow combining techniques of polynomial rewriting, symbolic regression, and linear coefficient fitting. It assumes no intermediate word structure and can extract complex functions without matching to some known modules. The extended flow can also handle designs without given input- and output-pin information. Experimental results on the CAD Contest benchmarks demonstrate the superiority of our approach compared to the winning teams in both efficiency and solution quality.
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